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METHODS OF STATISTICAL SIMULATION OF RANDOM FIELDS
ON THE PLANE BY THE AIRCRAFT MAGNETOMETRY DATA

(PekomeHdosaHO YneHoMm pedakuiliHoi koneaii d-pom piz.mam. Hayk, npog. b. 1. Macrosum)

Universal methods of statistical simulation (Monte Carlo methods) of geophysical data for generating random processes and fields
on 2-D grids of required detail and regularity have been developed. Most of the geophysical research results are submitted in digital
form, which accuracy depends on various random effects (including equipment measurement error). The map accuracy problem occurs
when the data cannot be obtained with a given detail in some areas. Methods of statistical simulation of realizations of random
processes and multi-dimensional random functions (random fields), to solve the problems of conditional maps, adding of data to
achieve the necessary precision, and other such problems in geophysics are proposed to be applied. Theorems on the mean-square
and another approximation of homogeneous and isotropic random 2-D fields by special partial sums have been proved. A
randomization method was used to formulate algorithms of statistical simulation by means of these theorems. A new effective statistical
technique has been devised to simulate random fields in 2-D space (randomization method, spectral coefficients method and others) for
geophysical problems. random fields in 2-D space statistical simulation based on spectral representation has been introduced in order
to enhance map accuracy by the example of aeromagnetic survey data in the Ovruch depression. It is divided into deterministic and
random components for data analysis. The deterministic component is proposed to approximate by cubic splines and the stationary
random component is proposed to model on the basis of spectral expansions of random fields. Model example is the aircraft
magnetometry data 2-D field (on the plane). According to the algorithm we received noise implementations on the study area with
double detalization for each profile. When checking their adequacy we came to the conclusions that the relevant random components
histogram has Gaussian distribution. The built variogram of these implementations has the best approximation by theoretical variogram
which is connected to the Bessel type correlation function. The final stage was the imposing array of noise on the spline approximation
of real data. As a result, we received more detailed implementation for the geomagnetic observation data in the selected area.

Keywords: Statistical simulation, randomizations method, spline-interpolation, conditional maps.

Introduction. The problems of the simulation of 2-D
random fields with given probability characteristics arise h d isotropi d field th
solving the actual geophysics problems. In this case a spe- ous homogeneous and Isotropic random Helds on the
cial care is necessary for reduction of calculations, amount plane. It means, that EZ(x)=const (later on we assume
of which rapidly grow together with the dimension of the that Et(x)=0  and E —B(lx—
argument of the random field. Different approaches related E’( ) ’ &(x)&(y) (‘X y

Let E_,(x), xeR,, is real-valued square-mean continu-

). where

to the solving of problems of statistical simulation of ran-
dom fields where described in a lot of papers.

In this paper the algorithms of statistical simulation of Gaus-
sian homogeneous and isotropic random fields on the plane
using the basic spectral representation [3] are considered.

There has been an introduced random field in 2-D
space statistical simulation based on spectral representa-
tion in order to enhance map accuracy by the example of
aeromagnetic survey data in the Ovruch depression.

The spectral representation of homogeneous and iso-

p=|x-y| is the distance between the point x and y. It is
known [3] that

B(p)=[Jo(rp)d® (), (1
0
where ®()) is the bounded nondecreasing function and

J(X) is the Bessel function of the first kind with the index O.

Let (r, @) are polar coordinates of a point x .
The random field &(x) admits [3] the spectral repre-

tropic random fields and approximation theorems. sentation
£(r.o)= 3 Jvr coskq;ka(}»r)Z,l(d}»)+sink(pTJk(M)Zf(dx)}, 2)
k=0 0 0

where {Z,’;(-)};O, (i=1,2) are sequences of real valued

orthogonal random measures on Borel subsets from the
snterval [0,+0), i. e.

EZ,(S))Z}(S,)=8/8/9(S,nS,), (i,j=12),  (3)
for any Borel subsets S, and S, , and
1, k=0;
V=
{2, k>0,
If £(x) is a Gaussian random field, then the random
measures {Z;(()}f,o (i=12) is Gaussian random

measures with independent values.

N

M3

En(r.0)=
i=1k=0

Aj

The representation (2) can be used for statistical simu-
lation of Gaussian homogeneous and isotropic random
fields with a given spectral function ®(%).

Consider the following partition of the interval

m m-1
[O,+oo):_u1/\,: YA YA, (4)

i= i=
where A, have an infinite diameter (moreover, we
assume that A, ={L:L>a,}, the domains A;A,,...A,,_
Aj={k:a_<r<a}

have finite diameters:

(aeRr, i=1m).
In the capacity model of the random field &(r,¢)we
consider the sum

M{cosk(p_[ Ji (Ar)Z3 (d\) +sink @ [ J, (hr)ZE(dX) |, neN. (5)

A
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Let us assume in what follows that
Varg(x)=[d®())= (6)
0
Then

D)= j dd(r) <1 (7)

0

I MS

£

and the foIIowing statement is valid.
THEOREM 1. Let m, N, and am tend to infinity in such
a way that the following conditions hold:

N a
1)——>w 2) 20
)Jam ) N

0(1);

5) N | dd(1) >

Then
Ej[:(yﬁgﬁﬂzd}eo,mew

|x<Q

3)&:
m

0;

(8)

and the following estimate

£ 1 [e(n)-2 (] ox<2a

=@

2
ca,
ZEm | (2N +1
( - j (2N +1)+
N2
Q@ van a0
+

2 0
+27Q (4N+3)jd<b(x)+2@N 3N

am

©)

is valid.
And the following estimate is true

Ele(x) - ()] wi (Vo) <

+2nQ? [(4N +3)

Am

N2 2
+2Qa,, nQa’"}e ma , 8
N T

N
where S, = Y k2.
k=1
The proof is provided in the same way as that of Theorem 1.
THEOREM 3. Let (10) hold and

&m(r.0)=
= % \/Z[cosk(pTJk (M)Z,l(dk)Jrsink(pTJk (M)Zf(dx)}, (12)
k=0 0 0

then
(13)

ele(7)-e () g 5w+ e
where

e = [ A4dD(2). (14)
0

Theorem 3 is proved in [2].
Let

En(r.o)=

A {cosk(pjaJk (hr)Z} (d1) + sink o] Jy (r) Z2 (dk)},
! | (15)

[ do(r)+(2N+1) | (xz +x2)d¢(x)+

Q Q
27
N(N+1) VrQan M“{a

m

Sy [(C:;”jz +2Ajm (12 +22 (2 }

Theorem 1 is proved in [2].

Assume that  p, = [d®D(R) < +o0. (10)
0

This condition provides the existence of derivatives

Zg Sé Let V <{ ;‘x‘gQ} and let
Je )~ () wh (V) = b, [e(x) ~ 8 (x) e +
a_af, % _&f
*elor "z JVOr or e

is Sobolev's norm of &(x)-&y (x) in the Sobolev's space

wj(Vg)on the circle with radius Q. Now the next state-

ment can be formulated.
THEOREM 2. Let us assume that:

1) u,= jd®(k)< 400,
0
2) the condition of Theorem 1 holds,

2
3) NS(a—’”j 50, if M=o
m
4) N® | (x2+kﬁ,)d¢(x)a0, if m—> oo,

Then

EHE_,(X) H 2(Vo) >0, if m—>o.

2 2
Q° (Q+ pla nJ(2N+ 1)[0%”) +
T T

[ a2do (1)

+
Am

Am

a,Q

2(N+2)(N+4)J2;\/W+

(11)

We consider the partition

Ty (0,8)={uy =0<uy<U, <..<U,_ <U,=a}, (16)

And choose the point ; in every interval (u;_4,u;]. Let

g (ro) = 3 Jvp [coskq)rzn: 9o ()23 (i ]) +
k=0 i=1 (15)

. m 2
+ smk(ngk (ar)zg ((UH,U,]) ,
THEOREM 4. The following inequalities hold:

E[&(r.o) g (r.o)| <[do(), (16)

E[&(r0) &5 (r.0) |
(%)

E[&%(r.0) - (f"P)}zgs{ﬁ(%mwrguzL

(17)
~o(0)].

(2N +1) max d?[ ®(a)

1<ism
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+]do() +(2rj2(2N+1)max d?[(a) —CD(O)]}, (18)

where d; =|u; —u;_4|.

The algorithms of the statistical simulation of the Gaus-
sian homogeneous and isotropic random fields

Using the approximation theorems the algorithm of the
statistical simulation of realizations of homogeneous and
isotropic random fields may be formulated. We formulate
two algorithms of such kind. The first one, based on the
idea of randomization proposed by G.A. Mikhailov in [6-7]
is called randomization algorithm. Assume that the spectral

density t(u)=®'(u) exists.
Algorithm 1.
Choose N and am using approximating theorems;

Take the partition (4) and calculate p, = [ d®(2).
Aj
In each domain A,-(i :1,7m) take a random point
Ak € A,(i = m) with the distribution density
M, uel,;,

pi (U)Z pi (19)
0, ueA,,

Simulate the sequences of independent standart Gaus-
sian random variables

(Zd =12k =0,Nsi =1, m}
Calculate the realization of the stochastic random field
m N .
En(r.o)= Z%JEKZOM[COSkQJk (Mr)Z +
iz -

+sink @J,, (k,r)Z,’;’z},

(20)

Check whether the realization of therandom field gen-
erated in step 5 fits the data by testing the corresponding
statistical characteristics.

Now we describe the algorithm based on Theorem 4.

Algorithm 2.

Choose the number N such that

A 2, <2
N\ 2 M Ha 3
Choose a such that
fdo(n)<E
a 3
Define the partition m,,(0,a) of the interval (0,a], such
that
o 2(2N+1)max d?[d(a)-®(0)]>0; m— o
T 1<i<m ! ’
Choose the point %, in every interval (u;_,u;].

Simulate the sequences of independent Gaussian ran-
dom variables

{€i/ 1/ =12k =O.N;i = 1,m}
with zero expectation and the variance
Vargy =o(u;)-(u; ).
Calculate the realization of the stochastic random field

N m .
gV (r,9)= E‘()ME[COSI( o (7»,1)@;(’1 +

+sinkgdy (M) 62 |,

(21)

Check whether the realization of therandom field gen-
erated in step 6 fits the data by testing the corresponding
statistical characteristics

The randomizing variant of this algorithm may be sug-
gested in the case when the distributions of the random

points {1;} are described by (19).
In this case it is necessary to calculate

m N .
()= ;MKZOM[COSkQJK (Mr)Zet+

+sink @J (Kfr)Z,i‘Z},

(22)

3. Statistical simulation methods of random fields on
the plane by the aircraft magnetometry data

Most of the geophysical research results are submitted
in digital form, which accuracy depends on various random
effects (including equipment measurement error). The map
accuracy problem occurs when the data cannot be ob-
tained with a given detail in some areas. In such cases the
methods of statistical modelling realizations of random
processes and random multivariate functions (random
fields) are recommended [1-2, 4-8] to supplement data
missing. These methods have been developed for more
than 20 years at the Mechanics and Mathematics Faculty
at Taras Shevchenko National University of Kyiv. They
were offered by professor and corresponding member of
NAS of Ukraine M.Y. Yadrenko as a separate area for re-
search and as a means to applied aspects.

While constructing data graphs for each account, we
noticed that it is expedient to distinguish deterministic and
random components. Deterministic function can be se-
lected in different ways. One determination method its ana-

lytical form (trend f(x) as a function of exponentially
damped sinusoid or cosinusoid) was considered in [8]. But
there is a more accurate way to select deterministic com-
ponent — approximation by cubic spline data. The differ-
ence between spline approximation of data with gaps (e.g.
due to one) for each profile and spline curve for all points is
a random process that is also stationary for most profiles.
According to graphs for each profile the stationary ran-

dom component é,-(x) ("noise" — random process) and

trend f(x) as determined spline function were selected.
Input data on the profile is a random process n,(x) :

n (x)=F(x)+&(x), i=78,..,20 (23)

Solid line on Fig. 1 shows a deposited spline approxi-

mation S,“)(x), built by means of the MathCad software

for PR1 data that are taken without spaces. Parameters
defined by the data were determined for such spline.

They ask each profile trend f,(x). Dashed line shows the

spline approximation graph 8}2)(x) of the first profile
data with gaps due to one point of observation (i.e. for 50
points out of 100). Noise was obtained by calculating the
following difference:

g (x)=8"(x)-8?(x), i=7,8,..,20

I 1
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Fig. 1. Logarithmic input data and spline ATan in PR1

From observations (values) of noise &;(x) in all 13 pro-

files we created two-dimensional array that represents ho-
mogeneous and isotropic random field i,(r,(p) on the

plane (r and ¢— polar coordinates of x point) with zero

mathematical expectation. By fields of such properties we
can apply the method of statistical modelling of random
fields based on their spectral expansions [4], which allows
finding the perfect image of entire observations field for
their certain implementation values. So we generate addi-
tional noise data in the points where geomagnetic meas-
urements were not carried out, for example, with double
precision intervals of 50 compare to 100 meters. We can

impose this data on the spline curve trend S,“)(x) for each

profile and obtain more detailed aeromagnetic survey data.
This method differs from the traditional, which uses aver-
age value of neighboring measured points for calculation
point. Our method takes into account the correlation be-
tween data points and their statistical distribution. The idea

of its use to resolve the problem described in paper be-
longs to Vyzhva A.S. Using the above method makes it
possible to supplement the missing data in the study area,
taking into account their statistical nature.

According to the algorithm 2 we received noise imple-
mentations on the study area with double precision (200
points) for each profile (13 profiles). When checking their
adequacy we made the conclusions that the relevant noise
histogram (Fig. 2) has Gaussian distribution. The built
variogram of these implementations has the best approxi-
mation by theoretical variogram which is connected to the
Bessel type correlation function for parameter
a=3,25*105:

B(p)= 2J;(;p), (a>0) (24)

This confirms the adequacy of simulated implementa-
tions to the real research data.

relative

frequency

3,5

2,5 1

1,5

4,15 4,25 4,35 4,45 4,55 4,65 4,75 4,85

AT,,, nT

Fig. 2. Histogram of logarithmic ATan simulated data in PR1

Variogram of simulated and input data arrays ATan for
PR7-PR20, corresponding to Bessel type correlation func-

tion (24) at the value of the parameter ¢ =3,25* 105 is
shown on Fig. 3.
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Fig. 3. Variogram of simulated and input data arrays ATan for PR7-PR20, corresponding

2J,(a p)

to Bessel type correlation function B(p)=———, (a=3,25*105)

It is known [1] that variogram y(p) is related to the cor-
relation function B(p)with expression:

v(p)=B(0)-B(p)

Variogram describes the dependence of the mean
square difference of random field values (in general non-
isotropic) at two points on the distance and direction be-
tween these points. This function for isotropic random field
depends on the distance p between points.

The spectral density f(1)=a®'(1) of homogeneous and
isotropic random field <§(r,<p) on a plane can be deter-

mined [8] by its correlation function B(p) as follows:

F(1) =] xdo (Ax)B(x)dx (25)

ap

Since our noise data variogram corresponds to Bessel
type correlation function (24), the spectral function for
these data can be defined as follows:

(2. :Ipszo(px)B(x)dxdu

Then the spectral function ®(%) can be calculated by

the correlation function B(p) in the expression:

(1) =§szJo(ux)J1(ax)dxdu .

The final stage was the imposing array of noise on the
spline approximation of real data. As a result, we received
more detailed implementation for the geomagnetic obser-
vation data in the selected area. The figure shows the
maps that were built before numerical simulation and after
completing the data set with double precision (Fig. 4).

Fig. 4. Map of magnetic field ATan (general) M: 1:10 000, (PR7, PR20) (a), map of simulated magnetic field ATan M: 1:10 000 (b)
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Conclusions. The statistical simulation method of ran- 7. Mikhailov G. A. (1983). Approximate models of random processes and
! : ; B f fields. Zh. Vychisliteln.mat. | mat. fiz., 23, 558-566. [In Russian].
dqm fleld. |mpleme_ntat|ons makes it possible to supplemerjt 4. Prigarin S. M. (2005). Numerical Modeling of Random Processes and
with a given detail the measurement results of magnetic Fields. G. A. Mikhailov (Ed. in Chief). Novosibirsk: Inst. of Comp. Math. and
field full vector. It can also be used to identify abnormal Math. Geoph. Publ., 259 p. [in Russian].
areas. Such areas can be identified more accurately in the Hapiiwna po peakonerii 01.12.16

geomagnetic data, if to compare the actual deviation from
the ideal random simulated geomagnetic field to the prop-
erties of homogeneity and isotropy.
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nPO METOAMN CTATUCTUYHOIO MOOENIOBAHHSA BUMAQKOBUX NOniB
HA NMIOLWMKHI AnA AAHUX AEPOMATIHITOMETPII

Po3pob6neHo yHisepcanbHi Memodu cmamucmu4Ho20 ModestoeaHHs1 (Memodu Moume-Kapno) 2eoghizuyHux AaHux, siki Oaromb Moxugicme
supiwumu npobnemu 2eHepyeaHHs peasizayili eunadkKosux roJsie Ha MNIOWUHI Ha cimyi 6ydb-sikoi peaynsipHocmi ma demanbHocmi. B 2eogpizuyi
6inbwicmb pe3ynsmamie docnidxeHb nodaemscs y yugposili popmi, moyHicmb siKoi 3anexums eid pi3HUXx eunadkoeux ennueie (y momy quciii,
8i0 noxubku sumiprogaHHsi anapamypu). [lpu ybomy, suHukae npobrnema KoHOuyitiHocmi kapm y eunadKy, Kosu daHi HeMOX/1ueo ompumamu i3
3adaHoro OemarnbHicmro Ha desikux OinsiHkax. [nsa eupiweHHs1 npobnem KoHOuyiliHocmi kapm, donoeHeHHs1 aHUMuU Ansi docsi2HeHHs1 Heo6xiOHoT
moyHocmi ma iHwux npo6nem nodibHozo pody, e 2eoghizuyHuUx 3adayax 3anpPornoHO8aHO 3acmocosyeamu Memodu cmamucmu4Ho20 MOOesIto-
e8aHHs1 peanisayili eunadkosux npoyecie ma 6azamosumipHux eunadkoeux ¢yHKuili (eunadkoeux nosie). BukopucmaHo meopemMu npo OuiHKy
cepedHbOK8adpamuyHoi ma iHwux anpokcumauyili oOHOPIOHUX Ma i30mponHuUX eunadKoeux rnosie y 8o08UMipHOMY MPocmopi 4acmkosumu cyma-
mu psidie cneyianbHo20 8u2ssdy, 3a AONOMO200 SIKUX CGhOPMY/ILOBAHO an20pPUMMU HUCESIbHO20 MOdeso8aHHs peani3ayili makux eunadkKkosux
nonie memodom paHdomizayii. Po3pobrneHo Hosy eghekmueHy MemoduKy 3acmocyeaHHs1 00 po3e’a3aHHs 2eogisudHuUx 3aday memodie cmamuc-
muyHo20 ModesiroeaHHs1 eunadkoeux nosie y deoeumipHoMy npocmopi (Memody paHOomi3auii, Memody criekmpasnbHuUx KoegiyieHmie ma iH.). Ha
npuknadi daHux aepomazHimHoI 3lioMKku 8 palioHi OepyybKoi 3anaduHu enpoeadxeHo cmamucmu4He MoOeslto8aHHs peanisayil eunadkoeux no-
nlie Ha NIOWUHI Ha OCHOBI crieKmpasnibHo20 po3knady y eupiweHHs npobrnem KoHOUyiliHocmi kapm wssixom G0NOBHEHHS1 daHUX 00 HeobXiOHOT
demanbHocmi. lMpu aHani3i daHux no npoginsx ix po3dineHo Ha demepmiHosaHy ma eunadkosy cknadoei. [lemepmiHoeaHy cknadoey OaHuUX npo-
noHyembcsi Habnuwkamu Ky6iyHumMu cnnaiiHamu, 0o0HOPiOHYy i3ompornHy eunadkosy cknadosy - MoOesiro8amu Ha OCHO8I crieKmpasibHo20 po3krady
eunadkoeux nosie. ModenbHul npuknad - daHi aepomazHimMHoI 3loMKu @ deoeuMipHOMy eapiaHmi (Ha nnoujuHi). 3a HaeedeHUM an2opummMom
6yno ompumaHo peanizayii sunadkoeoi cknadosgoi Ha o6r1acmi OocioKeHHs i3 Mod8oeHO demarsibHICMIO Mo KoXHOMY npogpinto. Mpu nepesipyi
ix Ha adekeamHicmb 3po6/1eHO 8UCHOBKU, ujo eidnoeioHa 2icmozpama eunadkoeoi cknadoeoi mae 2aycciecbkuli po3nodin. [lo6ydoeaHa eapioa-
pama yux peanisayili mae Halikpawje HabnuxeHHs1 meopemu4HoOl0 e8apio2paMolo, sika noe'sizaHa i3 KopesnsyiliHoro ¢pyHKyieto 6ecceneeo2o muny.
3aeepwanbHum emanom po6omu 6ys1i0 HakniaGeHHs1 Macuey eunadkoeoi ckiladoeoi Ha crnnaliHogy anpoKcuMauiro peasibHUX aHux. Y pesynbmami
Ub0o20 ompumMaHo 6inbw demanbHy peanisayiro Ans daHux 2eoMacHimMHUX criocmepexeHb y audineHili o6nacmi. Ome, Memod cmamucmu4yHo20
modesnto8aHHs peanisayili eunadkosux nosie dae Moxueicmb donoeHUMu i3 3adaHoro demasnbHicmio OaHUMU pe3ysibmamu 8UMipro8aHb MO8HO-
20 8eKkmopa HanpyxeHocmi Ma2HimHo20 nosis.

Knroyoei cnoea: cmamucmuyHe modesitoeaHHsi, MemoOd paHOoMmi3ayii, cnnaliH-iHmepnonsuyis, koHOuyiliHicms kapm.
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O METOOAX CTATUCTUYECKOIO MOAENUPOBAHUA CNYYAUHbLIX NMONEN
HA NMNOCKOCTU AnA AAHHbIX A POMArHUTOMETPUU

Pa3pabomaHbi yHusepcasibHbie Memodbl cmamucmu4ecko2o modenuposaHusi (Mvemodbl MorHme-Kapno) eeogpusudekux GaHHbIX, KOmopbie
Odarom 803MOXHOCMb pewums nNpobreMbl 2eHepupoeaHusi peanusayull ciyyaliHbix nosel Ha NJI0CKOCMU Ha cemke 060l demanbHOCMU U pe-
2ynspHocmu. B 2eogpusuke 6osbwiuHcMeo pesynbmamoe uccredogaHuli nodaemcsi 8 yugpoeoli hpopme, MoyHocmb Komopoli 3agucum om pas-
HbIX clyYaliHbIX e/1UsiHUli (8 MoM Yucsie, om Mo2pewHoOCcmMu usmMepeHusi annapamypsi). [Tpu amom eo3Hukaem npobrema KOHOUYUOHHOCMU Kapm
8 csiyyae, Ko20a OaHHble HE8O3MOXKHO MOJTy4UMb 8 HEKOMOPLIX yYacmkax. [ns peweHusi npo6nemM KOHOUYUOHHOCMU Kapm, 0Mno/IHeHUs1 OaHHbI-
Mu Ans docmuxeHusi Heo6xo0umoli moyHocmu u dpyaux npobsiem NodobHoz20 poda, 8 2eogpusuyeckux 3adaqyax npednazaemcsi NPUMEHsIMb Me-
modbl cmamucmu4yecko20 ModesiupoeaHusi peanusayull ciyyaliHbIX NMPOYECcCco8 U MHO20MEPHbIX CryYaliHbix (yHKYul (cryyaliHbix nonel). Uc-
nosnb3o08aHbl meopemMbl 06 oyeHke cpedHekgadpamu4eckol u Opyaux annpokcumMayuli OOHOPOOHbLIX U U3OMPONHbIX cryYaliHbIX nosel e dgyxme-
PHOM npocmpaHcmee YacMmuYHbIMU CyMMamu psi0oe creyuasibHo20 euda, Npu MoMouwju Komopbix c¢hopMyiupo8aHbl asi2o0pummbl YUCIIEHHO20
modenuposaHusi peanusayuli makux csayyalHbix rnoseli memodom paHdomu3ayuu. PaspabomaHa Hoeasi aghhekmusHasi Memoduka NMpUMeHeHUs1
npu peweHuu 2eogusuyeckux 3aday Memodoe cmamucmu4yecko2o ModesiupoeaHusi ciy4qaliHbix rnosieli 8 dsyxMepHOM npocmpaHcmee (Memoda
paHdomu3ayuu, Memoda criekmpasbHbIX Ko3ghghuyueHmos u 0p.). Ha npumepe 0aHHbIX aapomacHUMHOU cbeMKu 8 palioHe Ospyyckol enaduHbl
pa3pabomaHa memoduka HedpeHuUsl Cmamucmu4ecKo20 ModesiuposaHusi cay4aliHbIX noseli Ha MNI0OCKOCMU Ha OCHOBaHUU CrieKmpasbHO20 pas3-
JI0XKeHus1 8 peweHue npobsemM KOHOUYUOHHOCMU Kapm donosiHeHueM 0aHHbIX Heo6xodumol demanbHocmu. lpu aHanu3se GaHHbIX MO NPOPUNISIM
ux pasdensitom Ha demepMUHUPOBaHHYIO U Ciy4aliHylo cocmasnsirouue. [lemepMuHupogaHHyr0 cocmassisilowyto npednazaemcsi annpoKcuMupo-
eamb Kybuyeckumu cnnaliHamu, 0OHOPOOHYI U30MPONHYH cryHaliHyro cocmassiiowyro - Modesiupoeames Ha OCHO8€ ClIeKmpasibHO20 pa3sioxe-
Hus cnyyaliHbix nonel. ModenbHbiii npumep - OaHHbIe a3pPoOMacHUMHOU CbeMKu 8 deyMepHOM eapuaHme (Ha niockocmu). C momowibio npeadsio-
JKEeHHO20 anzopumma 6binlu nosyYyeHbl peanusayuu cay4daliHoli cocmaensiroweli 8 obnacmu uccrnedoeaHusi ¢ y08oeHHOU AemasibHOCMbIO M0
kaxxdomy npocgpusnto. [pu nposepke ux Ha adekeamHocmb cOenlaHbl 8bI800bI, YMO coomeemcmeayrowasi 2ucmoeapamma cry4aliHol cocmasrisito-
weli uMmeem 2ayccoeckoe pacrnpedeneHue. [locmpoeHHasi eapuo2paMma 3amux peanu3ayuli uMmeem Hausyyuwee npubnuxeHue meopemu4veckol
sapuozpamMMoli, Komopasi cesi3aHa C KOppesIAYUOHHOU ¢hyHKyuel b6eccesniego20 muna. 3ak/mo4yumesbHbIM 3manoM pobomsl 6blO0 Ha/oXeHue
maccuea cny4valiHoli cocmaensiowjeli Ha cnialiHoeyr annpPoKcuMayuro peasibHbix aHHbIX. B pesynsmame amozo nosnyyeHa 6onee demanbHas
peanu3ayusi 0ns1 0aHHbIX 2eOMa2HUMHbIX HabnrodeHuli 8 ebidesieHHOU obnacmu. Takum obpa3oM, Memod cmamucmu4Yyecko20 ModesTupo8aHusi
peanu3ayull ciyyaliHbix nosel daem 803MOXHOCMb A0MOHUMB ¢ 3adaHHOU OemasibHOCMbIO OaHHbIMU pe3ysibmambl U3MepPeHUll MOJIHO20 8eK-
mopa Hanps»KeHHOCmu Ma2HUMHOR20 MoJis.

Knroyeenie cnoea: cmamucmuyeckoe modesiupogaHue, Memod paHOomMu3ayuu, cnnaliH-uHmepnonsiyusi, KOHOUYUOHHOCMb Kapm.





